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Abstract. The talk will discuss two recent projects in the Vision and Learning Group at WashU. The first half of the talk will present a new approach to train deep neural networks to produce probabilistic outputs for scene depth, rather than a single deterministic depth map. These outputs are formed as a sample approximation of multiple plausible outputs produced by a network trained as a GAN, and are versatile in that they enable inference for a variety of tasks from a single network model that is trained in a task-agnostic way. Then, I will describe a way to train image estimation networks in application settings where ground-truth is difficult, or even impossible, to capture. Instead of training on pairs of measurements and ground-truth images, we propose a method that is able to train on a dataset of measurement pairs—as long as measurement parameters in each example are statistically independent and sufficiently diverse. Our method is able to handle the setting of blind estimation— when measurement parameters are unknown, even during training.
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